=
&

Swansea University ‘C I'OIlfa

Prifysgol Abertawe Setting Research Free

Cronfa - Swansea University Open Access Repository

This is an author produced version of a paper published in :
IEEE Transactions on Electron Devices

Cronfa URL for this paper:
http://cronfa.swan.ac.uk/Record/cronfa28833

Paper:

Indalecio, G., Garcia-Loureiro, A., Seoane Iglesias, N. & Kalna, K. (2016). Study of Metal-Gate Work-Function
Variation Using Voronoi Cells: Comparison of Rayleigh and Gamma Distributions. IEEE Transactions on Electron
Devices, 63(6), 2625-2628.

http://dx.doi.org/10.1109/TED.2016.2556749

This article is brought to you by Swansea University. Any person downloading material is agreeing to abide by the
terms of the repository licence. Authors are personally responsible for adhering to publisher restrictions or conditions.
When uploading content they are required to comply with their publisher agreement and the SHERPA RoMEO
database to judge whether or not it is copyright safe to add this version of the paper to this repository.
http://www.swansea.ac.uk/iss/researchsupport/cronfa-support/


http://cronfa.swan.ac.uk/Record/cronfa28833
http://dx.doi.org/10.1109/TED.2016.2556749
http://www.swansea.ac.uk/iss/researchsupport/cronfa-support/ 

Study of Metal-Gate Work-Function Variation using
Voronoi cells: comparison of Rayleigh and Gamma
distributions

G. Indalecio, A. J. Garcia-Loureiro, N. Seoane and K. Kalna

Abstract—We have demonstrated, via validation to experimen-
tal data for TiN and Ru, that the grains which appear in the metal
gate stacks of nanoscale CMOS devices can be characterized via
a two-parameter Gamma distribution (p-values 0.17 and 0.42 for
TiN and Ru). Conversely, a previously presented fit which used
Rayleigh distribution does not reproduce the experimental data
(p-values 3 x 10~ and 0.0029 for TiN and Ru). Poisson Voronoi
Diagrams (PVDs) are shown as a suitable algorithm to generate
grains with Gamma distribution, via fitting of the distribution
of 10000 grains. We have also compared the PVD variability
against the Rayleigh model. for both TiN and TaN metal gates,
and concluded that Rayleigh approach overestimates the device
variability (by 11.9% for the TiN and by 7.14% for the TaN).

Index Terms—Characterization, Voronoi metal

grains, variability, work-function variation

diagrams,

I. INTRODUCTION

The metal gate granularity (MGGQG) [1] is one of the most
important sources of variability affecting nano-scaled devices
studied both experimentally [2] and in simulations [3], [4].
The metal grains that appear in the gate contact will have
different sizes and orientations depending on the material and
the annealing temperature [5], [6]. The orientation of the metal
lattice in each grain will change a work-function (WF) of
the metal contact affecting the channel formation and induc-
ing variability into device characteristics [7]. A physically
based modelling of the MGG variability requires a realistic
characterization of the distribution of the metal grains that
accurately reproduces the behaviour found in the experimental
devices. Most of the current simulation approaches use square
grains which are unrealistic and lack the flexibility to correctly
represent gates with very large grains or on the nanoscale
regime [8]. Recently, a grain size distribution governed by
the Rayleigh distribution was proposed [9] which represented
closely simulation results [4]. However, no physical basis has
been argued for choosing that particular distribution.

In this paper, we initially establish, via comparison to ex-
perimental data, that the random grains arising from the metal
gate contacts are characterised via a Gamma distribution. This
distribution, unlike the previously adopted Rayleigh fit [9], has
a physical justification and will provide a correct description
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of the metal grain induced device variability. We have demon-
strated that our algorithm generates Voronoi cells that follow
the expected theoretical Gamma distribution. Finally, we have
compared these two distributions, Gamma and Rayleigh, and
their predicted MGG variability.

II. POISSON VORONOI DIAGRAMS

The realistic growth of the metal grains over amorphous
substrates is determined by the nature of a deposition pro-
cess [10]. The first metal atoms that reach the oxide will
deposit at random positions and serve as nucleation points.
Next deposited atoms will drift towards their closest nucleation
points creating a domain with a specific lattice orientation.
A Poisson Voronoi Diagram (PVD) [11] reproduces this
behaviour being able to generate realistic grains that account
for the shape of domains growing from these randomly placed
nucleation points. The PVD approach has been previously used
[12], [13], [14] to simulate the impact of the metal grain WF
variability in nanoscale FinFETs. The physical meaning of the
PVD makes it a suitable tool to model the grains of the metal
contact. We will demonstrate that the area distribution of the
grains generated in a PVD profile is a Gamma distribution.
Analysing the area distribution of experimental gates, we are
able to validate the Gamma distribution. This process provides
the physical basis to use the Gamma distribution that the
Rayleigh one lacks.

The PVD is a mathematical structure that consists in seeds
of points randomly placed in any n-dimensional space. In our
case, we are working with a surface that represents a metal
gate contact, to generate a profile that can be applied to the
device. Once the seeds are located, all the points from the
space are classified taking into consideration the nearest seed,
defining a PVD. In our case, the domains represent the grains
of the metal contact. This profile is generated from material
parameters and device dimensions to particularize it for the
device under study.

III. SIMULATION RESULTS

A. Experimental validation

Both Gamma and Raileigh distributions try to account for
the grain distribution of metal gates, so in order to prove which
one is more suitable, the best approach is to compare exper-
imental data [2] against Rayleigh and Gamma distributions.
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Fig. 1. Experimental distribution of the normalized Ru grain area fitted to
Rayleigh and Gamma functions.

To do this comparison, we are going to fit the areas from
experimental TEM images to the following density functions:

Rayleigh(x;a) = a% exp (—x2/2a2) (1)
1
Gamma(z;a,b) = T (a )z(“*l) exp(—z/b)) (2
where x is the normalized grain area and a, and b are fitting
parameters.

Two metal poly-crystalline films have been compared: TiN,
which produces nano-sized grains with mean diameter of 4.3
nm, and Ru, with larger-sized grains with mean diameter of 18
nm [2]. Figs. 1 and 2 show the experimental histograms of the
distribution of grain areas (normalised by the mean grain area)
for the TiN and Ru metals and their comparison to Rayleigh
and Gamma distributions. For both metals, the Gamma distri-
bution accurately reproduces the shape of the experimentally
observed metal grains. However, Rayleigh distribution under-
estimates the number of small grains and overestimates the
number of large ones. Using a x? test [15], we can quantify
how well these two distributions represent the experimental
data. The x? test compares the observed histogram measures
(O;) and the expected statistical distribution (£;) using the
normalized difference for the n measured points:
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B e
Large values of x? represent a mismatch between the observed
and the expected data. For any y? exists a corresponding
p-value (tabulated in standard distribution tables [15]) that rep-
resents the probability that the set of data follows the proposed
distribution. If the p-value is over a lower-bound previously set
(typically 0.05) it is considered that the distribution matches
properly the data; if the p-value is below the lower-bound the
distribution will excessively differ from the observed data.

A x? analysis of the data presented in Figs. 1 and 2 shows
that the Gamma distribution of the grain areas for both metals
(p-values 0.17 and 0.42 for TiN and Ru, respectively) fits
much better the experimental data than the results produced
by Rayleigh distribution (p-values 3 x 10~!* and 0.0029
for TiN and Ru, respectively). Therefore, p-values show that
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Fig. 2. Experimental distribution of the normalized TiN grain area fitted to
Rayleigh and Gamma functions.
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Fig. 3. TiN and TaN gates for different grain sizes. Each colour represent
one of the possible WF values for the given material.

only Gamma distribution is above the lower-bound of 0.05,
reproducing the experimental data.

B. PVD simulations: comparison with Rayleigh and Gamma

In this section, we model the distribution of metal grains via
Voronoi based simulations. This model will be independent of
the metal employed in the gate, since it only depends on the
grain distribution and not on the orientation of the grains. As
an example, we show TiN and TaN as possible metals for the
gate. Their physical properties are collected in Table I. Fig. 3
shows an example of Voronoi WF distributions for these two
metal gates for four different grain sizes (10, 7, 5 and 3 nm).

The distribution of grains created via PVD will be now
analised to show that Voronoi approach inherently follows the
Gamma distribution. We have generated several hundreds of
metal grain mappings on the gate with an average grain size of
4.3 nm. Fig. 4 shows a histogram of the normalized grain area

TABLE I
PHYSICAL PROPERTIES OF THE TIN AND TAN METALS.
Material ~ Orientation ~ Probability =~ WF (eV)
TiN < 200 > 60 % 4.6
[10] < 111 > 40 % 44
TaN < 100 > 50 % 4.0
< 200 > 30 % 4.15
< 220 > 20 % 4.8
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Fig. 4. Distribution of metal grains obtained via Voronoi based simulations.
Results have been fitted to both Rayleigh and Gamma distributions.

distribution for metal grains when Voronoi approach is used
together with its fit to Rayleigh and Gamma distributions. The
Voronoi distribution fits accurately to a Gamma distribution
with a p-value of 0.38. On the other hand, Rayleigh distri-
bution is not only ill-fitted (with a p-value of 0.033) but it
also does not represent correctly a position of the mode of
the distribution, which is the grain area that has the largest
frequency. This can be seen in Fig. 1, in which modes for both
distributions are shifted. Only the Gamma mode matches the
experimental data. The Gamma distribution parameters a and
b (see Eq. (2)) were fitted to a=b~'=3.47 via the least squares
method. Those values are very close to those predicted by [11]
(a=b—1=3.50). The Rayleigh distribution parameter a fitted to
0.92 is giving the best possible fit to experimental data.

C. Impact on the estimation of the WF variability

Having demonstrated that the experimental grains follow
a Gamma distribution, we aim to analyse the impact of
using Rayleigh distribution instead of Gamma distribution to
generate the grains for MGG variability studies. To estimate
the impact of the gate length and the grain size, we initially
define the RGG (average grain size divided by the total gate
area) as previously done in Ref. [9]. To obtain an average WF
value for all the gates generated via the Voronoi approach, we
use the following expression:

N
WE(eV) =Y A# 4)
=0

where N is the number of grains present in the gate, A; (nm?)
the area of the grain i, A (nm?) the total area of the gate, and
WEF; (eV) the WF value assigned to the grain 7. This is a
simplification done in order to compare our results with the
Rayleigh approach, because it uses an average of grain areas
instead of simulating the full device. The downside of this
simplification is an underestimation of the variability that will
affect all scenarios, as noted in [4].

Fig. 5 shows the TiN and TaN metal gate WF variability
extracted from Voronoi based simulations and compares it
with: our proposed Gamma fit, and the Rayleigh fit (data
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Fig. 5. TiN and TaN gate WF variability Voronoi simulations compared to [4]
and to linear Rayleigh and Gamma fits.

extracted from [9]). The number of metal gates which is
used to obtain an accurate grain distribution while minimise
statistical error depends on the grain size and ranges between
500 to 1000.

The Rayleigh linear fit consistently overestimates the gate
WF variability with respect to the Gamma fit by 11.9% for the
TiN and by 7.14% for the TaN. This overstimation is based
on the fact that Rayleigh distribution is unable to correctly
capture the grain size distribution, as seen in Figures 1, 2 and
4. This inaccuracy does not play a significant role when the
number of grains present in a gate is very large but when there
are only a few grains in the gate as in typical nano-scale multi-
gate FETs [3], it may lead to a significant overestimation of
a variability of the threshold voltage (V) of devices. As a
rough estimation, if we take into account that the V1 of a
MOS device depends linearly on its gate WF, the correlation
between the metal gate WF and the Vp variabilities [16] is:

o(WF)/eV = o(Vr)/mV )

As an example, the overestimation in o(Vr) is 5 mV when
RGG=0.2 if the Rayleigh linear fit is used and it increases to
12.5 mV when RGG=0.5 for TaN.

IV. CONCLUSION

We have demonstrated, via validation to experimental
data [2], that the metal grains which appear in the metal
gate stacks of state-of-the-art nano-scaled devices can be char-
acterized via a two-parameter Gamma distribution. We have
shown that a previously presented fit which used Rayleigh
distribution [9] is not accurately reproducing the experimental
data. However, the two-parameter Gamma distribution of the
grain areas is well fitted (p-values 0.17 and 0.42 for TiN and
Ru, respectively) while the Rayleigh distribution of the grains
is unsatisfactory (p-values 3 x 10714 and 0.0029 for TiN and
Ru, respectively).

Finally, we have compared the Poisson Voronoi Diagram
(PVD) variability against the Rayleigh model for both TiN and
TaN metal gates. The PVD is an optimum method [17], [18] to
generate metal grains since this approach represents the shape



of domains that grow from randomly placed nucleation points
as observed in a real fabrication [10], and the grain distribution
generated matches the experimental results. We have shown
that the Rayleigh approach overestimates the device variability
(by 11.9% for the TiN and by 7.14% for the TaN), whereas
the variability provided by the Gamma distribution is much
closer to the realistic metal gate induced device variability.
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