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Hate speech predicts engagement on social 
media: A case study from Turkey
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Abstract
What drives engagement on social media has been the focus of social scientific inquiry espe-
cially in recent years. Among various established predictors of virality on social media are emo-
tional language, language about in- and out-groups, and notions of positivity and negativity.  In 
light of prior work, this study explores whether hate speech in the form of demonization of a 
social group is associated with engagement on social media by using a case study from Turkey: 
The Gülen Movement (GM), a once-admired social movement that has been going through a 
decade-long demonization, stigmatization, criminalization and persecution. The results show 
that demonizing language against GM (a specific out-group) is a strong predictor of virality 
in three of the largest social media platforms in Turkey’s social media ecosystem: Facebook, 
Instagram and Twitter. The results also show that demonizing language about a specific out-
group has the largest effect size compared to other well-established predictors of virality such as 
the moral-emotional language, language about the in-group and language about the (general) 
out-group. 
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1. Introduction 

Social media has become a crucial aspect of our lives over the last two dec-
ades, as evidenced by the existence of 4.6 billion people active social media
users in the world (Dixon, 2022). Accordingly, scholars and researchers have 
looked at various issues related to social media, such as how users interact, 
how people’s preferences and behaviour are shaped by social media and how 
information diffuses on these platforms and apps. Pariser (2011), for example, 
described how social media put people into “filter bubbles” through ranking 
algorithms, which are engaged in passive personalization without any active
participation by users. Other studies highlighted the “echo chamber effect”
of social media by proposing that users online have a proclivity to favour 
information conforming their worldviews and ignore opposing information
(Cinelli et al., 2021), and that “selective exposure is the primary driver of con-
tent diffusion and generates the formation of homogenous clusters.” (Del Vi-
cario et al., 2016). An Echo chamber is defined as “opinion, political leaning,
or belief of users about a topic gets reinforced due to repeated interactions 
with peers or sources having similar tendencies and attitudes” (Cinelli et al.,
2021, p. 1). These concepts have especially influenced research that focus
on polarization and virality on social media. In-group bias—the tendency to
evaluate the ingroup more favourably than the out-group—for example, has
been one of the key elements of psychological research (Brewer, 1979), and
evidence for social media limited to Twitter already suggests that users retweet 
in-group members at much higher rates than out-group members (Shin et al., 
2017). In contrast, a recent study examining engagement on social media has
shown that in polarized contexts outgroup animosity is the strongest predictor 
of virality on Facebook and Twitter (Rathje et al. (2021).

In understanding the diffusion of online content, some studies took psy-
chological approaches and focused on ‘emotions.’ One study found that “ex-
pression of moral emotion is key for the spread of moral and political ideas
in online social networks,” a process it called “moral contagion” (Brady et 
al., 2017). Others focused on the notions of positivity and negativity, as one 
study argued that “high-arousal positive (awe) or negative (anger or anxiety) 
emotions is more viral… content that evokes low-arousal, or deactivating,
emotions (e.g., sadness) is less viral (Berger & Milkman, 2012). Similarly, an 
expert report examining ‘negativity’ in legislator’s outreach to public in the
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United States found that partisan criticism produces the most engagement on 
social media (Messing & Weisel, 2017).

Hate speech on or through social media has also become a focus of sci-
entific inquiry, especially in recent years. A comprehensive report focusing 
on global comparisons posited that algorithms mediate users’ experience to
maximize their engagement, which often unintentionally lead to the pro-
motion of extreme content as well as increased violence attributed to online
hate speech (Laub, 2019). Comparing six social media platforms, another
recent research demonstrated these effects in two separate contexts. First that 
“malicious COVID-19 content, including racism, disinformation, and mis-
information, exploits the multiverse of online hate to spread quickly beyond
the control of any individual social media platform” (Velásquez et al., 2021).
More recently, a study on the far-right networking site ‘Gab.com’ has found
that “hateful content diffuse farther, wider and faster and have a greater out-
reach than those of non-hateful users” (Mathew et al., 2018).

The shared concern in all these studies is the notion of polarization and
diminished mutual understanding, which ultimately place people “so far 
apart that they have no common ground—effectively inhabiting different re-
alities” (Arguedas et al., 2022). In light of these studies, this study will explore
whether hate speech in the form of demonization of a social group is associat-
ed with engagement on social media through a case study from Turkey: The
Gülen Movement (GM), a once-admired social movement that has been 
going through a decade-long demonization, stigmatization, criminalization 
and persecution.1 In accord with Facebook and Twitter, this paper define hate 
speech as a direct attack on people based on certain characteristics—race, 
ethnicity, national origin, religious affiliation, sexual orientation, caste, sex, 
gender identity, and serious disease or disability; a direct attack as violent 
or dehumanizing speech, statements of inferiority, or calls for exclusion or 
segregation (Facebook, 2023), or as promotion of violence against or direct 
attacks or threats on other people on the basis of the said characteristics (Twit-
ter, 2023). In what follows, I will first provide a brief background on the so-
cio-political context, within which the GM is embedded, and continue with 
sections on data, methods and analyses.

1 For a detailed account about the persecution of individuals who are associated with the Gu-
len Movement, see, for example, Paul Weller, 2022. Fethullah Gülen’s Teaching and Practice:
Inheritance, Context, and Interactive Development. Palgrave Macmillan: Switzerland, p.ix,
p.97. (https://doi.org/10.1007/978-3-030-97363-6).
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2. Socio-Political Context

Originating from Turkey, the GM, also known as the Hizmet (Service)
Movement, is led by Fethullah Gülen, a charismatic scholar and cleric who 
since 1999 is in self-imposed exile in Pennsylvania, USA. The movement is
defined as an Islam-inspired grassroots civil society movement that operates 
in over 160 countries (Keles & Sezgin, 2015). The movement’s goals, struc-
ture, and modus operandi, however, render it as a controversial, non-tradi-
tional civil society movement. As Fitzgerald (2017) puts it,

The GMs’ focus on individual transformation and religious practices suggests
that it is a religious movement; its extensive outreach into various institutions 
(i.e., education, health care, and media) suggests a social movement seeking 
legitimacy and broad social change; its purported infiltration of key govern-
ment and military offices suggests a political movement.

Domestically, a distinct aspect of the GM over four decades has been its ability 
to establish good relationships with almost every incumbent government, regard-
less of their ideological underpinnings (e.g., Islamist, centrist, secular, or leftist). 
In doing so, the movement implemented a strategy of negotiation and avoided 
confrontation (Turam, 2006), which some scholars described as “strategic non-
confrontation” (Gurbuz & Bernstein, 2012). This strategy manifested itself best at 
the movement’s relations with Recep Tayyip Erdoğan’s Justice and Development 
Party (The AKP), which has been in power since 2002.2 The positive relationship 
between the two for about a decade has long been dubbed “an alliance,” largely 
due to their perceived ideological affinity and references to Islam. Unlike assumed 
by many, however, the so-called alliance between the AKP and the GM was not 
based on their ideology or pro-Islamic worldviews. It was indeed the product of 
a strategic approach by each party, in that Erdoğan enjoyed the political support 
of the GM, whereas the GM was happy with the opportunity space ‘allowed for 
them’ in both civil and political society.

This symbiotic relationship started to dwindle due to a series of events starting 
around 2011, These include i) a reshuffling of personnel in the security bureau-
cracy starting; ii) the summoning of Hakan Fidan, the head of the Turkish Central 
Intelligence Organization (MIT) in February 2012, by a public prosecutor as a 
suspect over his talks3 with several leaders of the outlawed PKK terrorist organi-

2 Due to Erdoğan’s initial pro-Western, all-inclusive and seemingly accountable policies, Tur-
key was once shown as a role-model for undemocratic states in the Middle East, Central Asia 
and the Balkans. From 2010 onwards, however, his leadership style became increasingly op-
pressive and authoritarian, which led to Turkey’s backsliding from democracy and respect for 
human rights, the rule of law and the constitution.
3 Erdogan later stated that it was him who sent Hakan Fidan to have the mentioned talks with
those PKK leaders. See, Institutkurde.org (2013). “Turkey’s ‘secret-keeper’: spy chief Hakan 
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zation in Oslo; iii) the government’s decision to close all university preparation 
schools (dershanes in Turkish) in November 2013; and iv) the corruption allega-
tions against four cabinet ministers on 17-25 December 2013, which also implicat-
ed Erdoğan (then the Prime Minister) and several of his family members. The first 
and third of these events have largely been understood as a move by Erdoğan/AKP 
against the GM, whereas the second and fourth as the latter’s response to those 
moves. The last event (the corruption scandal) was the turning point at which 
Erdoğan declared the GM as an enemy. 

As it was argued in a prior study by Yilmaz & Sozer (2015), Erdoğan emerged
victorious from this tug-of-war with the GM by embarking inter alia on a political
project by which GM was not only portrayed as Erdoğan’s personal enemy, but 
it was also socially reconstructed as a parallel state4 and a terrorist organization4

threatening the very existence of the state. This was achieved/attempted through 
political discourse which is mainly focused on rhetoric- the art of persuasion and 
manipulation (Chilton & Schäffner, 2011) to achieve dominance over others in 
politics (Fairclough, 2000). This often involves identity construction of a group 
as an enemy and pitting it against one’s in-group, as research has shown that the 
level of collective self-esteem predicts out-group derogation, “when a valued social 
identity is on trial,” i.e., ‘threatened’ (Branscombe and Wann, 1994). In line with 
these concepts, especially after 2013,  words and phrases like ‘parallel state,’ ‘gang 
of chaos,’ ‘mobster Lobby,’ ‘slugs,’ ‘bloodsucking vampires,’ or ‘insidious terrorist 
organization’ were used as the GM became the main motifs of Erdoğan’s speeches 
in both domestic and international realms. This was aimed at consolidating his 
power base around the idea that Turkish state values and identities — e.g., nation-
al, AKP or religious — are under threat coming from a constructed enemy, which 
he called Fethullahist Terrorist Organization (FETÖ, in Turkish). 

The watershed moment for the GM was the coup attempt July 15, 2016. On 
that day, a military coup attempt took place in Turkey, during which, according 
to the Turkish government, 246 people were killed amid resistance to the coup, 
179 of them civilians, and 2,000 were wounded (Ward, 2016). Within the first 
minutes of the coup, Erdoğan and like-minded individuals and groups alleged that 
Gülenist officers in the army were behind the coup. In the subsequent days and 

Fidan.” Available at: https://www.institutkurde.org/en/info/latest/turkey-s-secret-keeper-spy-
chief-hakan-fidan-3710.
4 The term parallel state is described as “…an institutional arrangement within which organ-
ised interests with criminal capacities or expertise in the use of violence use their links with the 
formal state to protect and expand their activities. It perpetuates state weakness while main-
taining the appearance of legitimacy.” For more info, see, Briscoe I., 2008, ‘The Proliferation 
of the ‘Parallel State’’, Fundación para las Relaciones Internacionales y el Diálogo Exterior
(FRIDE), Madrid. Available at: https://gsdrc.org/document-library/the-proliferation-of-the-par-
allel-state.
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months, Erdoğan declared a state of emergency and launched a campaign of an
unprecedented purge and incarceration to, in his own words, “clean all the virus 
of Gülen supporters from the army” (Guardian, 2016). This campaign was not 
limited to army officers, nonetheless, as it turned into a witch-hunt targeting civil 
servants from other ministries (e.g., judges, prosecutors, police officers, academics, 
teachers), businesspeople, journalists and ordinary citizens, as well as their family 
members.5 The current numbers related to post-coup crackdown as of April 2022, 
as compiled by a small group of young journalists, are as follows: 150,348 civil 
servants were dismissed (which include 6,021 academics, and 4,463 judges and 
prosecutors); 597,793 people were investigated; 94,975 individuals were arrested; 
3,003 schools, dormitories and universities were closed; 189 media outlets were 
shut down (Turkeypurge, 2023).6

To sum up, since his fall out with the Gülen Movement in 2013, Erdoğan has 
consistently used the othering words “FETÖ,” its derivatives and other ‘demoniz-
ing’ words to maintain legitimacy to his questioned authority and consolidate his 
constituency, whose belief and trust in Erdoğan has been eroding conspicuous-
ly. More importantly, Erdoğan constructed and framed the discourse against this
movement in such a way that it became a standard in gauging citizens’ loyalty to 
the Turkish state. Due to the coercive effects of this standard, Turkish people today 
are compelled to reveal their opinion about the GM, and this has enormous le-
gal, socio-political, and economic ramifications for them. To specify, being simply 
viewed as pro-GM may result in a person being indicted or imprisoned, getting 
fired from his/her job and to be subjected to exclusion or even ‘civil death’ in so-
cial life. Even being neutral to this group, or hesitating to utter the word “FETÖ” 
openly, may result in similar outcomes for ordinary Turkish citizens. 

Proceeding from the abovementioned concepts and background, it is expect-
ed that demonization of the GM would have a significant impact on virality on 
Turkey’s social media ecosystem. To test this hypothesis, I first conducted a com-
munity detection analysis to explore who are amplifying the word “FETÖ” on 
Facebook by mapping out users’ file-sharing behaviours. Based on the results of 
this analysis, I spotted the largest bubbles and selected three types of media from 
them to focus on, namely: Pro-AKP media, Liberal-Kemalist media and Ulusalcı 
(Ultra-nationalist) media.  Next, using the official accounts of these media outlets, 
I downloaded data from three of the largest social media platforms: Facebook, Ins-
tagram and Twitter. Finally, I conducted statistical analyses to understand the role 
language demonizing the GM played in predicting shares and retweets compared 

5 For the effects of the Turkish government’s response to the coup attempt, see an article by
(Ward, 2016), the Deputy Director of the Human Rights Watch.
6 It should be noted that although the brunt of the crackdown was borne by the GM, other
groups who opposed Erdogan regime were also affected by the post-coup crackdown (e.g., 
Kurds and Alevis).
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to other established predictors of engagement or virality on social media such as 
political in-group language (Shin & Thorston, 2017), political out-group language 
(Rathje et al., 2021) and moral-emotional language (Brady et al, 2017; Messing & 
Weisel, 2017).

3. Material and Methods

To explore who, or which groups, amplify messages related to GM on social 
media, I downloaded a sample of Facebook data in March 2022 with the que-
ry “FETÖ” on CrowdTangle, a tool owned by Facebook that aggregates data 
from public pages, covering the dates from 1 June 2016 to 28 February 2022. 
The dataset contained 51,6727 original FB Page posts, which received 2.5 mil-
lion comments and 35 million total interactions (e.g., likes, shares, comments, 
reactions). The volume of these Facebook posts can be viewed in Supporting 
Information (SI) Appendix, Fig. S1. In determining community networks of de-
monizing speech against the GM, I mapped out users’ link-sharing behaviours 
with the Gephi software,8 where each “Page Name” was taken as a node and each 
URL link they shared as an edge between them (For the network graph, see SI 
Appendix, Fig. S2). 

In the network graph, the biggest bubbles were news media outlets that are 
known for their pro-AKP stances, such as: Yeni Akit, Yeni Şafak, A Haber and
Sabah, except for Sözcü and Cumhuriyet, which are largely considered as oppo-
sition, or anti-Erdoğan/anti-AKP. Some of the larger bubbles, e.g., ODA TV and 
Aydınlık, had a mixed stance in politics given that they support Erdoğan and the 
AKP in certain issues (e.g., his rapprochement with Russia and clamping down 
on the GM) while being at odds with them in others (e.g., Erdoğan’s conserv-
ative or “Islamist” worldview). In an effort to facilitate our next step, I selected 
several media from the foregoing network graph and categorized them into three 
groups: 1) Pro-AKP Media (Yeni Akit, Sabah, AHaber); 2) Liberal-Kemalist Media
(Sözcü, Cumhuriyet); and 3) Ulusalcı Media (ODA TV, Aydınlık). It should 
be noted that all three groups are against the GM today, but it was not always 
the case. Before the corruption allegations in 2013, many people with Pro-AKP 
and Liberal-Kemalist views had sympathy towards the movement for various rea-
sons (its emphasis on education and promotion of Turkish culture abroad, for 
instance), but the third group has always been hostile to the GM. 

7 For community network analysis, I used a subset of data by removing empty rows under
“Links” column, which yielded 50,949 posts.
8 This network mapping was based on Christina Fan (2021), “Network Mapping with Gephi
and CrowdTangle.” Accessed online at:  https://help.crowdtangle.com/en/articles/4495952-net-
work-mapping-with-gephi-and-crowdtangle.
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Having determined these groups, I then downloaded historical data on Twit-
ter, Facebook, and Instagram by using their official accounts. The tweets were 
downloaded using the R package “academictwitteR” containing original tweets 
and retweets from 1 January 2012 to 03 February 2022, whereas Facebook and In-
stagram data were retrieved through Crowdtangle covering the dates from 1 June 
2016 and 03 March 2022. Consequently, I analyzed 1) Pro-AKP Facebook posts P
(n = 516,863), Instagram posts (n = 28,780) and original tweets (n = 66,960); 
2) Liberal-Kemalist  Facebook posts (t n =347,466), Instagram posts (n =25,791) 
and original tweets (n =29,838); and 3) Ulusalcı Facebook posts (n = 357,636), 
Instagram posts (n = 2,727) and original tweets (n =69,054). (See Table 1 below).
Data collection and analysis method, which will be described below, complied 
with the terms and conditions of the sources of data, i.e., Twitter and Facebook.

Table 1 - Breakdown of the datasets used for statistical analyses

Following Rathje et al (2021), I used R package “quanteda” to analyze 
text from Twitter, Facebook and Instagram. During text preprocessing, we re-
moved punctuation, URLs, and numbers. To categorize the data for analysis, 
I focused on four topic areas, namely: Pro-AKP, Liberal-Kemalist, Moral-emo-
tional and the GM. And in classifying whether a specific post was referring to 
any of these topic areas, I created dictionaries for each of them. Specifically, 
these dictionaries included 1) Pro-AKP dictionary: a list of the most famous 
politicians from the People’s Alliance (which is comprised by the governing 
AKP and the Nationalist Movement Party- MHP), along with their Twitter 
handles (e.g., “Erdoğan,” “Bahçeli,” “@RTErdoğan” or “@dbdevletbahceli)
and a list of 21 words associated with Conservative Identity ; 2) Liberal-Ke-
malist dictionary: a list of the most famous  politicians from the opposition’s 
Nation’s Alliance (which consists of four parties including the main opposi-
tion party, Republican People’s Party- CHP), most famous politicians from
Democracy and Enterprise Party (Deva) and Future Party, along with their 
Twitter handles (e.g., “Kılıçdaroğlu,” “Meral Akşener”, “@alibabacan”, “@
Ahmet_Davutoglu”) and a list of about 15 terms associated with Liberal Iden-
tity (e.g., “liberal,” “democrat,” or “leftist”); 3) Moral-emotional dictionary: a 
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list of moral-emotional words adapted from previously validated dictionaries 
in other studies (Brady et al, 2019) (e.g., “agitate,” “abuse,” “honor,” “honest”, 
etc.); and 4) Gülen-Movement dictionary: a list of words commonly used to 
demonize the GM (e.g., “FETÖ”, “traitor,” “assassin,” “slug”, etc.), along
with the twitter handles of popular individuals associated with the movement 
(e.g., “@FGülencomTR,” “@ekremdumanli,” “@EnesFreedom”). Examples 
of demonizing tweets, and Facebook and Instagram posts from the foregoing 
datasets about the GM can be found in Table 2 below. In creating these 
dictionaries, I benefited from various text analyses including uni-grams, bi-
grams and topic models, which can be found in SI Appendix, Figs. 3-5. All
dictionaries are in Turkish and available on the OSF, along with the datasets 
and the R-script code file (https://osf.io/q9yp5/).

Table 2 - Sample Tweets and Facebook & Instagram Messages

* All posts are in Turkish, which are translated by the author, whose native language is Turkish
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In each dataset, adapting prior methods (Brady et al., 2019; Rathje et al.,
2021), I fit ordinary least squares regression models to examine how language
about the Pro-AKP, language about the Liberal-Kemalist, language about the 
GM, as well as moral-emotional language predicted shares and retweet rates.
I controlled for whether a post contained a URL, media (i.e., photo or video), 
and the number of followers each account had. All variables were mean-cen-
tered using the R package “jtools.” Following the abovementioned work, I 
also log-transformed the retweet-count in Twitter datasets and total interac-
tions outcome variables in Facebook and Instagram datasets given that these
variables are usually skewed. Afterward, I conducted cluster-robust standard
error analyses using the R package “miceadds.” Analyses were performed us-
ing R version 4.1.2.

4. Results 

To test my hypothesis, I analyzed a sizable volume of messages posted on 
Facebook, Twitter, and Instagram (n = 1,445,115) by the official accounts of 
the aforementioned three types of media. (For more information, see Data
and Methods section and Table 1). I will present the results for each media
type separately.

Study 1: Pro-AKP media

In Study 1, I first looked at the effects of moral-emotional language on
three types of datasets. Controlling for all other variables, each additional
moral-emotional word was associated with 10% increase on retweet rates,
had no effect on Facebook posts, while on Instagram, it decreased shares by 
around 3% (exp(b) = 0.97, 95% CI = [0.95, 0.99], p < 0.001). Except for Twit-
ter, these results are in contrast with prior work that demonstrate the moral
contagion effect on social media (Brady et al., 2020; Rathje et al., 2021). 
Political in-group language was consistently associated with an increase in 
shares and retweets by around 19 to 55% across three datasets. Political out-
group language was associated with a slight increase in shares by around 2% 
and 12% in Facebook and Instagram respectively, and a considerably high 
increase by around 50% in retweets. The results regarding partisan (in-group
vs. out-group) language replicate previous research showing that “people se-
lectively follow and retweet in-group members at much higher rates than out-
group members” (Shin & Thorson, 2017; Mosleh et al., 2021).

Finally, to test my primary hypothesis, I looked at the demonizing lan-
guage against the GM. In the Facebook dataset, each additional word about 
the GM was associated with an increase in shares by around 53% (exp(b) 
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= 1.53, 95% CI = [1.50, 1.56], p < 0.001), which is notable given that the 
increasing effect is almost equal to political in-group language (i.e., 55%). 
This effect was similar on Twitter and Instagram, as it led to an increase in 
retweets and shares by 25% (exp(b) = 1.25, 95% CI = [1.19, 1.31], p < 0.001) 
and 21% (exp(b) = 1.21, 95% CI = [1.15, 1.28], p < 0.001), respectively. The
full regression models are reported in SI Appendix, Table S1 and are plotted 
visually in Fig.1.

The results were similar when the models were rerun with cluster-robust 
SEs with each media account representing a different cluster (SI Appendix, 
Table S3). To further probe the importance of each predictor in the mod-
el, I calculated a relative importance analysis (SI Appendix, Table S10). In
Facebook and Twitter datasets, words related to the GM had “lmg” values (an 
estimate of the R2 contributed by each predictor) parallel to its beta values in 
the regression models, except for the Instagram dataset where “lmg” values of 
GM was the lowest. Taken together, it is justified that demonizing language 
against the GM was a significant predictor of virality in Pro-AKP media’s mes-
sages on Facebook, Twitter and Instagram.

Study 2: Liberal-Kemalist media

In Study 2, I also first looked at the effects of moral-emotional language 
on three types of datasets. Controlling for all other variables, each additional
moral-emotional word was associated with 4 to 34% increase in shares and
retweets. Political out-group language was associated with increase in shares 
and retweets by around 6 to 42% across three datasets. Political in-group lan-
guage was consistently associated with an increase in shares and retweets by
around 14 to 74% across three datasets, Facebook being the highest (exp(b) 
= 1,74, 95% CI = [1.69, 1.79], p < 0.001). Similar to Pro-AKP media, these 
results are consistent with studies proposing that in-group language is the
strongest predictor of diffusion on social media.

Finally, in the Facebook dataset, each additional word about the GM was 
associated with an increase in shares by around 52% (exp(b) = 1.52, 95% CI
= [1.47, 1.58], p < 0.001). This effect was similar on Twitter, as it led to an 
increase in retweets by 45% (exp(b) = 1.45, 95% CI = [1.29, 1.63], p < 0.001)
and a slight increase on Instagram by 4% (exp(b) = 1.04, 95% CI = [1.01, 
1.07], p < 0.001).  respectively. The full regression models are reported in SI 
Appendix, Table S4 and are plotted visually in Fig.1.
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Figure 1 - Full regression models in three social media platforms

Similar to Study 1, the results were similar when the models were rerun
with cluster-robust SEs with each media account representing a different 
cluster (SI Appendix, Table S6). To further probe the importance of each 
predictor in the model, I calculated a relative importance analysis (SI Ap-
pendix, Table S11). In Facebook and Instagram datasets, words related to the
GM had “lmg” values (an estimate of the R2 contributed by each predictor)
parallel to its beta values in the regression models, except for the Twitter da-
taset where “lmg” values of GM was the third highest among four variables 
(dictionaries) compared to its beta coefficient in the regression model, which 
was the second highest. Thus, like the Pro-AKP media, it is justified that de-
monizing language against the GM was a significant predictor of virality in 
Liberal-Kemalist media’s messages on Facebook, Twitter and Instagram.

Study 3: Ulusalcı Media

In Study 3, I also first looked at the effects of moral-emotional language 
on three types of datasets. Controlling for all other variables, each addition-
al moral-emotional word was associated with 8 to 22% increase in shares 
and retweets. For Ulusalcı media, all groups are out-group, except for the 
Pro-AKP which the former supports in certain aspects, as mentioned above.
As such, Pro-AKP language was associated with an increase in shares and
retweets by around 02 to 26% across three datasets, Facebook being having 
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the highest (exp(b) = 1.26, 95% CI = [1.24, 1.28], p < 0.001). Liberal-Kemal-
ist language was associated with increase in shares and retweets by around 12
to 22% across three datasets, this time Instagram having the highest (exp(b) = 
1.22, 95% CI = [1.07, 1.38], p < 0.001). 

As per the demonizing language against the GM, each additional word
about the GM in the Facebook dataset was associated with an increase in 
shares by around 15% (exp(b) = 1.15, 95% CI = [1.12, 1.18], p < 0.001)
and on Instagram by 18% (exp(b) = 1.18, 95% CI = [1.04, 1.33], p < 0.001), 
respectively. This effect was higher on Twitter, as it led to an increase in 
retweets by 26% (exp(b) = 1.26, 95% CI = [1.19, 1.34], p < 0.001). The full
regression models are reported in SI Appendix, Table S7 and are plotted vis-
ually in Fig.1.

Similar to Studies 1 and 2, the results were similar when the models were 
rerun with cluster-robust SEs with each media account representing a dif-
ferent cluster (SI Appendix, Table S9). To further probe the importance of 
each predictor in the model, I calculated a relative importance analysis (SI 
Appendix, Table S12). In Facebook dataset, words related to the GM had 
“lmg” values parallel to its beta values in the regression models, while in
the Instagram dataset “lmg” values of GM was slightly lower than the other 
variables and in the Twitter dataset it was the second highest among four
variables (dictionaries) whereas its beta coefficient had the highest score in
the regression model. Taken together, despite slight differences in terms of 
relative importances, our results show that demonizing language against the 
GM was a significant predictor of virality in Ulusalcı media’s messages on 
Facebook, Twitter and Instagram. 

5. Additional analyses: Regressions with ‘identity words’ 
only and effect sizes

I wanted to understand whether the effect of GM words was not driven 
by any specific words, particularly “Gülen,” “Fethullah,” “Erdoğan,” etc. To 
test this, I removed names and account names of persons from dictionaries 
and retained only identity terms such as “FETÖ,” “traitor,” “slug,” etc. New 
regression models yielded similar results to the original models. As our focus
is on demonizing speech, looking only at the ‘identity’ terms, language about 
the GM led to an increase from 13 to 52% in shares on Facebook and an in-
crease from 5 to 22% on Instagram. On Twitter, an additional word about the
GM increased retweets from 21 to 39%. A comparison of regression results 
with and without identity words related to GM is provided below in Table 3 
below.
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Table 3 - Comparison of beta coefficients for the GM
(Original dictionaries vs. Identity words only)

Furthermore, following prior work (Rathje et al., 2021), I wanted to estimate 
the average effect sizes across all nine datasets. To this end, I conducted a series of 
internal meta-analysis (Fig.2 and SI Appendix, Table S13), in which I computed 
random-effects due to my expectation that this effect would vary in different con-
texts and used Dersimonian-Laird estimator. Across datasets, demonization lan-
guage had the largest effect size, in that each word related to the GM increased the 
estimated percent increase of a share or retweet by about 26% (estimated exp(b) = 
1.26, 95% CI = [1.12, 1.41], p < 0.001). Similarly, each Pro-AKP word increased 
the estimated percent increase of a share or retweet by about 24% (estimated ex-
p(b) = 1.24, 95% CI = [1.11, 1.38], p < 0.001), whereas for Liberal-Kemalist lan-
guage this effect was about 20% (estimated exp(b) = 1.24, 95% CI = [1.08, 1.33], 
p < 0.001). Moral-emotional language had the lowest effect size of about 10% 
(estimated exp(b) = 1.10, 95% CI = [1.05, 1.16], p < 0.001).

Figure 2 - Mean effect sizes across nine datasets
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Put differently, the average percent increase in shares of demonizing lan-
guage against the GM was about 2.5 times as large as that of moral emotional
langauge. This finding is noteworthy because moral emotional language is a 
well-established predictor of diffusion on social media platforms. In addition, 
the effect of demonizing language was about 1.08 times as large as that of Pro-
AKP language and 1.3 times as large as that of Liberal-Kemalist language. It is
also notable that demonization language had larger effect size across all nine
datasets than the Pro-AKP and Liberal-Kemalist words, or (depending on the
media type analyzed) in-group or out-group words, which are also well-estab-
lished predictors of engagement or virality on social media.

6. Discussion: General vs. specific out-group language

The results of this study point to another unexplored dynamic in terms 
of understanding virality on social media, i.e., the difference between the 
general and specific out-group language. Considering the Turkish socio-po-
litical context, this research used the terms in-group and out-group in general
terms. For pro-AKP people, for example, Liberal-Kemalists are the main out-
group; whereas for the latter, religiously conservative people, a big portion 
of whom are pro-AKP, constitute the out-group. To reflect this, and as it was 
explicated earlier, I created dictionaries by including general terms about 
these groups, such as most influential individuals and identity words repre-
senting their ideological positions. In light of this, it will not be erroneous to
posit that the GM manifests itself as a specific out-group for the majority of 
groups in Turkey’s social fabric, largely due to the demonization it has been 
subjected to especially during the last decade, among other things. Rereading
the findings of this study therefore yields notable results on the distinction
between general and specific out-group language in relation to their effect on
engagement or virality on social media.

In Pro-AKP media, each additional general out-group word (i.e., Liber-
al-Kemalist) on Facebook was associated with a slight increase in shares by
around 2%, whereas language about the specific out-group (the GM) in-
creased shares by 53%, (exp(b) = 1.53, 95% CI = [1.50, 1.56], p < 0.001). 
On Instagram, specific out-group language increased shares by 21%, com-
pared to general out-group language, which was 12%. Only on Twitter, this 
relationship was reversed, given that general out-group language increased
retweets by 50%, (exp(b) = 1.50, 95% CI = [1.45, 1.55], p < 0.001), while 
the specific out-group language led to an increase in retweets by 25%. In
Liberal-Kemalist media, each additional specific out-group word (the GM)
increased shares by 52%, (exp(b) = 1.52, 95% CI = [1.47, 1.58], p < 0.001), 
whereas the language about the general out-group (i.e., Pro-AKP) led to an
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increase in shares by 42%. On Instagram, the effect of the two languages on
shares was close, as general out-group language led to an increase by 6% and
specific out-group language by 4%. On Twitter, specific out-group language 
increased retweets by 45%, (exp(b) = 1.45, 95% CI = [1.29, 1.63], p < 0.001), 
whereas general out-group language increased retweet by around 11%. (For 
comparative regression coefficients, see Table 4 below). The foregoing com-
parisons could not be made regarding Ulusalcı media, for the concepts of 
out-group and in-group cannot be applied to them in the same fashion as the
other media. As mentioned before, this is largely linked to shifting ideological
stances and priorities of Ulusalcı groups, in addition to the compartmental-
ized nature of their political alignments.

Table 4 - Regression results: General out-group language vs. Specific out-group
language

All in all, in the four of the six datasets from Pro-AKP media and Liber-
al-Kemalist media, the estimated percent increase of specific out-group lan-
guage were significantly higher than that of general out-group language.

7. Conclusion

This study has sought to explore the impact of hate speech on virality on
social media by using a case study from Turkey, i.e., The Gülen Movement 
(GM). As explicated, due to a series of events that turned one-time-friends 
(AKP and the GM) into enemies. The movement was socially, politically and 
discursively constructed by the Erdogan regime as a terrorist organization, 
and demonizing language about the movement, or anybody deemed to be
affiliated with it, became a standard in gauging citizens’ loyalty to the State, 
having myriad social, political and legal ramifications. That is why, this study
expected that hate speech in the form of demonizing language about the GM
would have a significant impact on diffusion or virality on Turkey’s social 
media ecosystem.

The study results show that demonizing language against the GM is a 
significant predictor of virality in Turkey’s social media ecosystem, namely: 
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Facebook, Instagram and Twitter. The results also show that demonizing lan-
guage has the largest effect size compared to other well-established predictors
of virality such as the moral-emotional language, language about the in-group
and language about the out-group. In addition, reinterpreting the study results
in a different way by differentiating between the general out-group language 
versus specific out-group language yielded interesting results. In four of the
six datasets from pro-AKP and Liberal-Kemalist media, each additional spe-
cific out-group (the GM) word led to significantly higher increases in shares 
and retweets than a general out-group (pro-AKP or Liberal-Kemalist) word. In 
one dataset (Liberal-Kemalist media/Instagram), the results were quite close, 
while only in one dataset (pro-AKP media/Twitter), the estimated percent 
increase of general out-group language to be retweeted were significantly
higher than the specific out-group language. It would be quite interesting 
to see whether the same distinction would bring about similar results for the
general in-group language versus specific in-group language, a topic worthy 
of exploring in future research.

Lastly, social media platforms claim to do good for people in various ways. 
For instance, Facebook’s mission statement reads, “to give people the power 
to build community and bring the world closer together” (Facebook, 2021). 
Similarly, Twitter espouses to “foster free and global conversations” and it 
claims to be “committed to healthy discourse” (Twitter, 2022). These find-
ings of this research demonstrate that, while providing people with a space
for free speech and connecting people together, social media platforms may
be enabling users with malicious intent, such as spreading and promoting
hateful, demonizing speech against a certain group of people. As such, this
study may be useful for social media platforms in terms of reassessing their
policies on content moderation. They can also investigate why some specific
out-group words lead to higher diffusion in their platforms than general out-
group words. These, in turn, have important implications for Countering
Violent Extremism (CVE) given that victims of hate speech on social media
platforms (in this study, people affiliated with the Gülen movement) are par-
ticularly susceptible to radicalization. Future research in this area will also be
helpful and justified.
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Table S1 - Full Regression Models for Study 1
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Table S2 - VIFs for Study 1
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Table S3 - Study 1 Robustness Check (Cluster Robust Standard Errors)
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Table S4 - Full Regression Models for Study 2
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Table S5 - VIFs for Study 2
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Table S6 - Study 2 Robustness Check (Cluster Robust Standard Errors)
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Table S7 - Full Regression Models for Study 3
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Table S8 - VIFs for Study 3
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Table S9 - Study 3 Robustness Check (Cluster Robust Standard Errors)
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Table S10 - Relative Importance Analysis for Study 1
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Table S13 - Meta-analysis of average effect sizes across nine datasets
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Figure S1 - Volume of Facebook Page Posts containing the word “FETÖ”: 2015-2022

Figure S2 - Community Detection Graph (FB Crowdtangle data) for Exploratory
Data Analysis
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Figure S3 - Top Bi-grams (word-pairs) for Exploratory Data Analysis (EDA)

Figure S4 - Top Uni-grams (single words) for Exploratory Data Analysis (EDA)
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La Rivista semestrale Sicurezza, Terrorismo e Società intende la Sicurezza come una 
condizione che risulta dallo stabilizzarsi e dal mantenersi di misure proattive capaci 
di promuovere il benessere e la qualità della vita dei cittadini e la vitalità democratica 
delle istituzioni; aff ronta il fenomeno del Terrorismo come un processo complesso, di 
lungo periodo, che aff onda le sue radici nelle dimensioni culturale, religiosa, politica 
ed economica che caratterizzano i sistemi sociali; propone alla Società – quella degli 
studiosi e degli operatori e quella ampia di cittadini e istituzioni – strumenti di com-
prensione, analisi e scenari di tali fenomeni e indirizzi di gestione delle crisi.

Sicurezza, Terrorismo e Società si avvale dei contributi di studiosi, policy maker, analisti, 
operatori della sicurezza e dei media interessati all’ambito della sicurezza, del terrori-
smo e del crisis management. Essa si rivolge a tutti coloro che operano in tali settori, 
volendo rappresentare un momento di confronto partecipativo e aperto al dibattito.

La rivista ospita contributi in più lingue, preferendo l’italiano e l’inglese, per ciascuno 
dei quali è pubblicato un Executive Summary in entrambe le lingue. La redazione sol-
lecita particolarmente contributi interdisciplinari, commenti, analisi e ricerche attenti 
alle principali tendenze provenienti dal mondo delle pratiche.

Sicurezza, Terrorismo e Società è un semestrale che pubblica 2 numeri all’anno.
Oltre ai due numeri programmati possono essere previsti e pubblicati numeri speciali.

EDUCatt - Ente per il Diritto allo Studio Universitario dell’Università Cattolica
Largo Gemelli 1, 20123 Milano - tel. 02.72342235 - fax 02.80.53.215

e-mail: editoriale.dsu@educatt.it (produzione) - librario.dsu@educatt.it (distribuzione)
redazione: redazione@itstime.it

web: www.sicurezzaterrorismosocieta.it
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