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ARTICLE INFO ABSTRACT

Keywords: Background: The use of federated networks can reduce the risk of disclosure for sensitive datasets by removing the
Federated Networks requirement to physically transfer data. Federated networks support federated analytics, a type of privacy-

Federated Analytics
COVID-19
Health Data Research

enhancing technology, enabling trustworthy data analysis without the movement of source data.

Objectives: To set out the methodology used by the International COVID-19 Data Alliance (ICODA) and its
Privacy-Preserving partners, the Secure Anonymised Information Linkage (SAIL) Databank and Aridhia Informatics in piloting a
Secondary Data federated network infrastructure and consequently testing federated analytics using test data provided from an
Data Re-use ICODA project, the International Perinatal Outcome in the Pandemic (iPOP) Study. To share the challenges and
benefits of using a federated network infrastructure to enable trustworthy analysis of health-related data from
multiple countries and sources.

Results: This project successfully developed a federated network between the SAIL Databank and the ICODA
Workbench and piloted the use of federated analysis using aggregate-level model outputs as test data from the
iPOP Study, a one-year, multi-country COVID-19 research project. This integration is a first step in implementing
the necessary technical, governance and user experiences for future research studies to build upon, including
those using individual-level datasets from multiple data nodes.

Conclusions: Creating federated networks requires extensive investment from a data governance, technology,
training, resources, timing and funding perspective. For future initiatives, the establishment of a federated
network should be built into medium to long term plans to provide researchers with a secure and robust data
analysis platform to perform joint multi-site collaboration. Federated networks can unlock the enormous po-
tential of national and international health datasets through enabling collaborative research that addresses
critical public health challenges, whilst maintaining privacy and trustworthiness by preventing direct access to
the source data.
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1. Introduction

The outbreak of COVID-19 highlighted the need for timely access to,
and trustworthy sharing of high-quality data to inform and aid decision
making in the pandemic [1]. However, challenges such as data silos and
privacy constraints can prevent data access for research purposes and
preclude the development of more accurate and robust statistical models
[2,3]. The use of emerging techniques such as federated analysis can
help address these issues. Federated analytics (or analysis) is a form of
privacy-enhancing technology that enables trustworthy access to data
for analysis queries and machine learning models without the data
moving from its source [4]. This technology supports the “Five Safes”
framework [5] — Safe People, Safe Projects, Safe Settings, Safe Data and
Safe Outputs — by facilitating secure and trusted research access to data.
This benefits the research community as it can simplify data governance
issues, reduce data silos and provide access to data to enable research
that was not previously possible.

The International COVID-19 Data Alliance (ICODA) [6] was
convened in July 2020 and, in collaboration with partners and re-
searchers, sought to develop a trustworthy approach to enable re-
searchers in multiple countries to overcome the challenges of accessing
and harnessing the power of data to respond effectively to the COVID-19
pandemic [7]. ICODA supported twelve driver projects, each aiming to
achieve their own research goals and support development of the ICODA
research platform, including the testing of new technology, approaches
and services.

Federated analytics and federated learning are supported through
the establishment of a federated network, a series of decentralised,
interconnected data nodes [8]. Federated networks help address the
challenges of data silos and fragmentation by enabling researchers to
analyse data from multiple sources without the need to transfer or
centralise data. This approach minimises data breach risks and improves
the efficiency of research efforts by avoiding redundant data collection
and processing. In addition, federated networks for data sharing and
analytics in health research can help facilitate rapid and collaborative
responses to emerging threats, such as new variants of COVID-19, by
enabling real-time international data sharing and analysis [9]. The
World Economic Forum outlines an eight-step approach to building
federated networks, namely: establishing trust between contributing
institutions; jointly determining the problem a federated approach can
solve; aligning incentives; defining resources; identifying institutional
gaps; creating a governance model; structuring the data; and deploying
the technology [10,11]. Creating federated networks between in-
stitutions initially requires a substantial amount of investment from
funding, data standards, data governance, technology, training and
resource perspectives. An established federated network also requires a
robust infrastructure for the operational and maintenance life cycle,
cybersecurity, enforcement of governance and standards, and data
management [8].

There are many examples of projects that have implemented and
used federated networks within the health research and care sector, as
discussed in Section 2.2. While unlikely to be a suitable solution for all
research projects, setting up trusted and transparent federated networks
between institutions enables the potential to access large volumes of
health-relevant data on a global scale for analytics, through offering a
trusted, interoperable and secure data access approach [12].

This paper outlines the technical details and methodology of devel-
oping a prototype federated network and piloting the use of federated
analysis, using test data from a COVID-19 research project. This work
was a collaborative effort by ICODA, Aridhia Informatics [13], Secure
Anonymised Information Linkage (SAIL) Databank [14] and researchers
from the International Perinatal Outcome in the Pandemic (iPOP) Study
[15,16]. An overview of the partners and components used in ICODA
federated network is provided under Appendix A. This paper also
highlights other examples of federated analytics and presents some of
the benefits and challenges of this approach.
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1.1. Project aim

The primary aim of this project was to develop, implement and test a
federated network to support federated data analysis across multiple
repositories. This involved:

e Developing a technical solution to integrate a Trusted Research
Environment (TRE) with one or more data repositories, enabling the
exchange of federated analysis tasks and retrieval of screened
aggregate results

Implementing the solution within the ICODA Workbench (TRE) and
the SAIL Databank (data repository)

Testing the full integration and workflow of the solution using
aggregate-level data from the iPOP Study which consisted of aggre-
gate level (non-individual level) birth data sourced from multiple
countries. The iPOP Study aimed to investigate the impact of the
pandemic on preterm births and other birth outcomes.

The wider aim of this work was to demonstrate the potential of
federated approaches to securely analyse sensitive health data from
multiple repositories across countries and regions, providing critical
insights for health research.

1.2. Success criteria
The key success criteria for the project included:

o Installation of the federated solution within both the TRE and data
repository

e User acceptance testing of each step in the federated solution, as
illustrated in Fig. 4

e Successful execution of federated analysis queries based on the iPOP
Study test data and use case

Meeting these success criteria involved both technical and non-
technical actions, such as:

e Developing a tailored technical solution to support the requirements
of the iPOP Study’s use case

e Facilitating training for researchers and staff on how to use the
federated data analysis solution

e Managing data governance and information security considerations
for the data used

These are expanded on in Table 3.
2. Methods

These methods outline the technical process of developing and
implementing a federated network prototype and subsequently testing
federated analytics, which is the practice of applying basic data science
methods to decentralised data node(s) and returning aggregate level
analysis results [12]. This approach accelerates health research insights
by enabling large-scale data analysis across multiple repository sites,
while reducing the risk of disclosure for sensitive datasets. By allowing
data to remain in situ, it provides researchers access to data that
otherwise may be subject to access constraints.

2.1. Data use-case and requirements

The iPOP Study was one of the first ICODA driver projects and sought
to catalyse rapid discoveries about preterm birth, stillbirth and perinatal
health during the COVID-19 pandemic [15,16]. It used existing, aggre-
gate level birth data from 26 countries, collected at national, regional or
facility level. The year-long project aimed to determine and compare
changes in preterm birth outcomes during COVID-19 lockdowns, with
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future plans aimed at using individual level data from different coun-
tries. As this study could potentially seek to set up distributed data nodes
in multiple countries that would be subject to their own data governance
and data privacy laws, it was seen as a use case well suited to pilot the
technical implementation of a federated network and demonstrate the
potential for federated analysis within this network. Successful testing of
this solution would then enable this approach to be used for the iPOP
Study’s immediate and longer-term data analysis and allow other ICODA
and related health research studies to set up federated networks to ac-
cess data for their projects, perform federated analysis and accelerate
research insights.

To overcome challenges in accessing and analysing data from many
countries and facilities, the iPOP Study focused heavily on data contri-
bution agreements (DCAs). It provided a comprehensive protocol that
included outcome definitions and data collection templates for data
contributors to populate [15,16]. This further strengthened the choice of
using the iPOP Study’s data to test federated analysis, as the structure
and utilisation of the data was standardised, minimising heterogeneity
and bias within the study. Data contributors from around the world
securely uploaded their data directly into SAIL Databank via a secure
link. Data collection, quality assurance, curation, standardisation, and
modelling were performed in the SAIL Databank. An interrupted time
series model was applied to the data. The model outputs were aggre-
gated, and stored in a database within the SAIL Databank, providing the
test data for piloting federated analysis for this project.

The SAIL Databank acted as a data node in the federated network,
connected to the ICODA Workbench, a TRE used to perform federated
analysis. Whilst the SAIL Databank held the aggregate data for all the
countries involved in the iPOP Study, a key advantage of federated
networks is the ability to connect to multiple data nodes hosted
remotely, removing the need to move and store the data centrally. For
this solution, a user was first authenticated using their credentials by the
SAIL Databank. Secure, authenticated application programming inter-
face (API) requests are used to transfer the analysis tasks from the
ICODA Workbench to SAIL Databank, and to retrieve results. Func-
tionality was built to allow results to be quarantined and reviewed in the
SAIL Databank prior to the release and subsequent access in the ICODA
Workbench [13]. This trustworthy approach prevented any source data
leaving the SAIL Databank, or researchers having direct access to the
data. Additionally, the transferred results were used to test a meta-
analysis tool developed by Cytel [17] hosted on the ICODA workbench
for the iPOP Study. While the federated network was established,
federated analytics was not used in the final analysis of the iPOP Study
itself, due to challenges in areas of data availability, access to technol-
ogy, training, project funding and duration. These factors are detailed in
4. Discussion. However, the project demonstrated the potential of
implementing a federated network and developed capabilities for future
research studies.

2.2. Statistical methods and examples of federated analysis networks

Federated networks enable researchers to request dataset details at
the metadata level, and obtain analysed, aggregated and approved re-
sults from the source data, which itself can be aggregated or individual-
level data. A researcher has the flexibility to request results at a
descriptive statistics level (e.g. means, frequencies, standard deviations)
to gain an overview of the dataset’s characteristics or apply inferential
statistical methods (e.g. t-test, analysis of variance, regression models,
time-series analysis) to explore relationships, test hypotheses, and make
predictions using the data. The results from each data node can be
further analysed to gain an understanding of the differences between the
results of each dataset. Furthermore, federated networks can be
expanded to enable federated learning whereby researchers can incor-
porate remote datasets into training runs, improving model accuracy
without compromising data privacy [18]. A summary of different
federation projects and networks are provided in Table 1.
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2.3. Technical development

The federated network architecture detailed in this paper was
developed to support the iPOP Study and wider ICODA initiative,
enabling federated analysis of data from many countries through remote
queries and computation. Our solution was based on the infrastructure
and concepts developed by the Alzheimer’s Disease (AD) Data Initiative
project, as outlined in Appendix A.

Some key features of the federated network solution are:

o Ability for data controllers to define different levels of federated
analysis access

e Ability for researchers to see the structure of the dataset, through
federated metadata queries

e Analysis queries are automatically run on the remote dataset and do
not require manual intervention

e Option for federated results to be quarantined for manual release
approval dependent on the requirements of the data access agree-
ments and output checking policies of the data owners

A data node represents data repositories at health facilities, research
institutions, or individual devices. Contributing data to research projects
may be difficult, due to data governance or technical constraints. The
solution piloted for the AD Data Initiative project allowed data con-
tributors the flexibility in choosing how their data can be used and
provided a framework for standardised access through the development
of a common API for federated data sharing [37]. During the technical
development from the AD Data Initiative project, three levels of data
sharing were proposed, defined in Table 2 and shown in Fig. 1:

The federated network architecture discussed in this paper uses level
2 data sharing, as shown in Fig. 2.

For this solution, a Docker container [38] containing the analysis
script is first uploaded to the data node and stored in a registry. A
federated analysis task is then sent to the data node using the Common
APL The federated task is constructed of a data selection query which
details the data required for the analysis, and a reference to the Docker
container which contains the analysis script. A process is run within the
container to perform the analysis. The container is provisioned with an
input folder containing a read-only, temporary copy of the extracted
data selection. The container can only write to a temporary output
folder. Once the container has been run, the output folder may move to a
quarantine review step before being released to the user. When the
output is approved, the approved results are available to be retrieved via
the Common APIL

2.4. Implementation

Security is a primary concern in developing a federated network.
Sites providing federated access must ensure that: data are only accessed
securely, by approved researchers and for the approved and intended
purpose; that executing third party containers does no harm to their
systems; and no disclosive output results are shared. Additionally, re-
searchers may have a concern that their analysis code remains confi-
dential. To address these concerns, the following measures were
implemented during this pilot:

The source of the container was restricted to specific registries in
accordance with any related governance or project restrictions
Several approved base images were provided for common frame-
works (R, Python) in the approved container registry accessible
within the ICODA Workbench

Users could only build containers from these base images

o Federated data nodes can specify what container registries they
accept: SAIL Databank was given read-only rights to the container
registry operated by the ICODA Workbench
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Table 1
Examples of projects and networks using federated analysis.
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Example

Description

Open-source initiatives from the Observational Health Data Sciences and
Informatics (OHDSI)

Examples of initiatives that have implemented federated networks within that
provide trustworthy data access for health research and patient care

Examples of initiatives that have focused primarily on large homogeneous

units of federation, such as at the level of healthcare systems.

Efforts in adopting Common Data Models (CDM)

Other examples of federated approaches

OHDSI have created an Rshiny application called Atlas [19] which allows researchers to easily select
statistical model settings (e.g. Lasso Logistic Regression, Random Forest, Gradient Boost machine,
Ada boost) as part of their analysis plan. The open-source project DataShield [20] has also developed
several R packages with a number of statistical modelling functions based on Generalised Linear
Models on data from single to multiple sources for in the area of pharmacoepidemiology

These include the Global Alliance for Genomics and Health (GA4GH) [21]; Alzheimer’s Disease Data
Initiative (AD Data Initiative) [22]; Norway's precision medicine initiative, BigMed [23]; Canadian
Distributed Infrastructure for Genomics (CanDIG) [24]; Australian Genomics [25]; Autism Sharing
Initiative [26]; European-Canadian Cancer Network (EUCANcan) [27]; German Medical Informatics
Initiative [28]; Patient-Centered Outcomes Research Network (PCORnet) [29]; and European Health
Data & Evidence Network (EHDEN) [30].

The TriNetX system allows users to conduct customised search queries of over 100 million electronic
health records [31]. In the SCAlable National Network for Effectiveness Research (SCANNER)
platform, existing health research datasets were made more FAIR (Findable, Accessible,
Interoperable, and Reusable) and a federated machine learning architecture was applied on top of
the FAIRified datasets from different health research performing organisations [32]

These include the Observational Medical Outcomes Partnership (OMOP) CDM and, Patient-Centered
Outcomes Research Network (PCORnet) CDM, For example the COVID — Curated and Open Analysis
and Research Platform (CO-CONNECT) project uses data standardised to the OMOP CDM format thus
enabling data discovery through federated requests to many data repositories in the UK [33]. Further
community efforts by the OHDSI initiative provide tools and infrastructure for distributed data
sharing. that allows for federated query functionality and enables healthcare institutions with
different policies and operating under different state laws to permit federated access to data.

As a federated data network, The Data Analysis and Real World Interrogation Network (DARWIN EU)
standardised anonymised real-world data using the OMOP CDM to ensure consistency across the data
sources. Data partners also use standardised analytical methods provided by DARWIN EU to examine
their data locally, enabling the rapid conduction of larger, multi-database studies [34]. Other
examples of federated approaches include the TRE-FX [35] and Teleport [36] projects which have
developed solutions that connect TREs to enable federated analysis of health data for research.

e Additional network controls were in place to restrict communication

e In addition, a test node was deployed on the ICODA Workbench,

from the ICODA Workbench and the federated node at SAIL Data-
bank. All traffic was encrypted between components: SAIL Databank
used Singularity to further secure the execution of containers in their
environment [39]

To identify authorised users, project-specific access tokens were
generated by a SAIL Databank service for approved researchers
which were then used to submit the analysis tasks through the
Common API. These access tokens determined what tables and var-
iables were available to this researcher at the time the analysis was
performed, and the system ensured no other data was accessed
outside of what was agreed upon by the governance controls in place
for the specific project

Within SAIL Databank, a query engine was developed that imple-
mented the agreed Common API for federated analysis

Table 2
Three levels of data sharing.

based on the reference implementation of the Common API devel-
oped by AD Data Initiative [37]. This allowed users to train in the use
of the protocol independently of SAIL Databank, using dummy data.

The Common API is a constrained version of the GA4GH Task

Execution Service [40] and is made up of three parts — metadata
browsing, remote data selection and federated computation, see
Example of task API for more details. The SAIL Databank implementa-

tion provided external access to two API parts based on the access
permission granted:

e All authorised users had access to the metadata API and could

remotely query metadata

Level of data sharing

Description

Level 0 — Centralised data

Level 1 — Distributed data

Level 2 — Federated data

access:

access:
node hosting the database.

analysis:

Data and metadata are directly transferred for hosting to a TRE, and researchers access data directly within the TRE

Data and metadata are hosted in distributed data nodes or repositories. Researchers can query the metadata and data remotely from the TRE and
results or full copies of the data can be retrieved. This manner of querying the data from the TRE is made possible through a direct query to the data

Data and metadata are hosted in distributed data nodes or repositories. Researchers can query the metadata remotely from the TRE. Researchers can
send federated tasks (made up from a selection query and a containerised script) to be executed within the node where the data resides. Based on the

agreed setup by the data providers, the results may require a manual review process at the quarantine step or can be configured to be automatically
approved by using secure containers. Access, transfers or copies of the source data itself directly to the TRE are not permitted, only approved

aggregate results can be transferred to a TRE.
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Level 0 - Centralised data access

in TRE

Output
< utputs can

Trusted Research Environment (TRE)

Performs analysis (
»>

nalysis run on data

be exported

Researcher

Analysis is run on
dataset within TRE

N

Level 1 - Distributed data access

Trusted Research Environment (TRE)

Submits query

>

Containerised script is

to data node

Data are available

sent to data node

Data returned

International Journal of Medical Informatics 195 (2025) 105708

< to analyse

Researcher nalysis run on data

Level 2 - Federated data analysis

Trusted Research Environment (TRE)

Submits task

>

Data may be
pseudonymised

Containerised script is
sent to data node

Data Node

Query is run on data

a N

1 or more data nodes

Researcher

I Aggre%ate results are
available to analyse

Aggregate results
returned

Approved aggregate
results returne

>

Data Node
Analysis script is run on

data

Quarantine

Results may need
manual output check

1 or more data nodes

Fig. 1. Three different modes of data sharing. Level 0: Centralised data access — Users perform analysis within the TRE, where data never leaves the secure
environment, but outputs can be exported. Level 1: Distributed data access — Users submit queries to a remote data node, where data are analysed, and full results
are returned to the TRE for further analysis. Level 2: Federated data analysis — Users submit tasks to a remote data node, where analysis scripts are run without
direct access to source data. Only aggregate results are returned to the TRE, and outputs undergo a manual or automated check for trustworthiness before release.

e Users with Level 2 permissions to a dataset had access to the remote

compute API but not the selection API. The actual data stored in the

databank’s database is never transferred, only the results of the
executed, containerised script

e Manual output checking was required for level 2 outputs prior to
release to the requesting user, who could then download the results.

3. Results

Following the technical development, test data from the iPOP Study
was used to successfully test the federated network between the ICODA
Workbench and the SAIL Databank. This work has demonstrated how
federated networks can be used to enable secure access to health data for

research, even when timescales are short. It has provided materials and
lessons learned on how this approach can be used by other research teams.
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ICODA Workbench Common API | SAIL Databank Data Node
Trusted Research Environment (TRE) Analysis script is run on

data
Containerised script is S

i k
Submits tas > sent to data node >

Aggregate results
Aggregate results are
¢ ava||a|5|e to analyse Approved aggregate

returned
iPOP results returne
Researcher

—— Quarantine

Results are manually reviewed

Fig. 2. High-level data-sharing infrastructure piloted during the project.

3.1. User training “script” was used however this could refer to any programme that can be

run in a Docker container, including complex programmes with encap-

To facilitate federated analytics, hands-on training was provided to sulated library or package dependencies. The examples demonstrate a
guide users on the technical architecture and execution steps. [41]. The three-step approach shown in Fig. 3:

common-api-examples GitHub repository [42] provides worked exam-
ples of how to use the Common API [43]. For simplicity, the word

R, Python, or other

. . Local Test ,| Local | Local
Step 1: Run script locally on command line Data | script > Output
Step 2: Run containerised script via Local Test Script | Local
docker command line Data 1 P "|  Output

Docker Container

Script

Upload Docker Container with
analysis script to registry

Docker Container

Step 3: Run containerised script via
Federated Data Sharing Task Sl Remote

Specification via API "| Data

Docker Container

|

Registry

Steps to developing a Federated Compute task

Initiate task via API API
« Selection of data for analysis .
=+ Address of container execution
Script execution
Copy of :
Retriev
G outEIutfs \(/eia 8
Results p Remote
API Output

Iterate
Remote Data Node

Fig. 3. Schematic outlining the three steps to develop a federated compute task.
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Trusted Research Environment: Data repository:
ICODA Workbench SAIL Databank

Researcher authenticates and
requests token

Researcher

requests token E
- 4 --------------------------------------- ’

Researcher prepares script(s) to
analyse data

Researcher containerises the
script into a package Researcher uploads
the container to a
@ shared container ‘
[ A registry
................................ ............>

Trusted Research Environment

(TRE)
Researcher posts
@ the task using the
token
Data bank checks the specifications

and extracts data, retrieves
iner from the i

registry

Container is executed on the data
extract
@ TRE: Researcher requests status of

results $

Results are generated
(not individual data)

4

Results are available for o
further analysis (meta-analysis) .

Approved results

) E—— are retrieved via
’ secure API |‘

Fig. 4. Schematic of steps listed in the order of executions between the research environment and the databank.



Table 3

List of challenges encountered during implementation of a federated network for ICODA, potential enablers to help address these and responsibilities of team members involved.

Categories

Challenges

Potential Enablers Delivery Team Members

Data standards

Data governance

Technology

Skills

Project duration

An additional curation step to standardise some datasets was required,
despite having a clear data dictionary. Due to the global nature of the
project, challenges such as interpretation of data requirements and
dialogue with data providers was needed.

Questions were received from data contributors requesting clarification
on wording and terminology in the DCA. This was often due to English
not being a first language for many contributors and may have
contributed to a delay in data onboarding.

General understanding of federated analysis approaches, and the
training and tools required to support this.

Challenges, complexity and effort associated with integrating multiple
systems.

Wait time due to manual output checks for disclosive data by SAIL
Databank meant the need to regularly check back to see if the step had
been performed.

Learning needs for team members involved in the development of the
analysis plan in concepts and technologies for federated analytics.

Tooling for end-users was a challenge because the Common API assumed
a level of programming competency. This required some helper scripts to
be developed in R and Python. Technical knowledge and training using
the Common API, tokens, docker, command prompts.

The short project duration (one-year) did not provide sufficient time to
test the implemented federated network with individual-level data or
extend to other federated data nodes.

Maximise data harmonisation and minimise heterogeneity and bias The iPOP leadership team designed the iPOP Study research project.

in the data by providing clear documentation in different [15,16]

languages.

Setting up data drop-in sessions to support data providers with an The analysis team designed the standardised data templates, data
understanding of the data needed for the project. onboarding, ingestion, curation, quality assurance, and analysis of data

within the SAIL TRE. Furthermore, they worked with the SAIL Databank
Adding metadata and data dictionaries for source datasets to data team and technical partner Aridhia to create the agreed test data structure
discovery services such as FAIR Data services [52] and the HDR  for the federated data node.
Gateway [53], allowing researchers to gain an understanding of the
underlying data.

Facilitate data interoperability and reusability for international

projects.

Translation of key documentation such as project mission, and DCA ICODA and SAIL Databank information governance experts worked
from English to support data contributors, and provide forums or together with the iPOP leadership team to create multiple template DCA
drop-in sessions to provide clarity. for both centralised and fully federated models.

Providing a FAQ page on terminology and DCA to support data

contribution onboarding

Further development to user-interfaces and tooling making the  Aridhia led the technical design of federated protocol and APIs,

system more user friendly or an existing orchestration framework deployment planning and testing, support and training of researchers in
could be layered on the Common API. federated analysis ahead of integration testing.

Having the Common API reduced the complexity of discussions and SAIL Databank team members provided leadership and expertise in

design. SAIL Databank was able to independently implement the federated analytics and use of TREs for data science in addition to

API on their existing infrastructure implementation of a security token system which provided security for
analysis request submissions and results checking.

To improve efficiency of task review in the manual approval step,

the use of notification services could be introduced.

Hands on learning sessions and worked examples from technology Aridhia conducted learning workshops with members of the analysis team

partners on the background components which are needed to carry in overview of federated analysis, script containerisation, construction of

out federated analytics within a network. task execution specification and providing user guides with steps to send
and retrieving a federated query from the ICODA workbench.

Developing user interfaces for abstraction, guides, training modules

is recommended. This would require some helper scripts to be

developed in R and Python

Assessment of whether setting up federated networks would fit a
research project’s short- and longer-term objectives.

Implementation of federated networks may be best considered for
projects with a longer duration.
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1. The scripts are run on dummy data through the command line on the
user’s local machine;

2. The scripts are packaged in a Docker container and run via the
command line on the user’s local machine;

3. The Docker container is uploaded to a remote registry in a federated
network. The federated task, made up of the selection query and
containerised script, is sent from the secure TRE to the remote data
node. A copy of the results can be retrieved. The user can iterate on
these steps and updates their scripts to improve outputs.

The training process tested federated approach assumptions. While
Docker containerisation is widely known, its practical use was less
common, necessitating enhancements to the user guide and examples.
The Common API was targeted at users with programming skills, the
training highlighted the need for a desktop or browser-based user
interface. A prototype of helper functions in R and Python was devel-
oped to simplify running a federated analysis. For example, the Python
functions could be used from within a Jupyter notebook, removing the
need to manage low-level network requests [43].

3.2. Integration testing

The integration testing for completing a federated task between the
ICODA Workbench and SAIL Databank involved multiple sequential
steps shown in Fig. 4.

Overview of steps required to perform federated analytics:

1. Researcher authenticates and requests a token from the research
environment
. Researcher requests a project-specific access token
. Researcher prepares script(s) to analyse dataset(s)
. Researcher containerises the scripts into a package
. Researcher uploads the container to a shared registry
. Researcher prepares a task execution specification, referencing
the container at the registry
7. Researcher posts the task using the project-specific access token
from the research environment
8. Databank checks the task specification, extracts required data,
and retrieves containerised scripts from the container registry
9. Container is executed on the data extract
10. Researcher requests the status of the computation and quarantine
from the TRE
11. Results are generated
12. Results are manually reviewed during quarantine and approved
or rejected by the databank
13. Approved results are retrieved via the secure API
14. Results can be downloaded and unzipped in the TRE ready to be
further analysed and reviewed by the researcher.

U~ WN

4. Discussion

This project is the first example for successfully implementing a
federated network for the ICODA initiative. The co-development and
collaboration between the technology partners Aridhia, ICODA and SAIL
Databank allowed for a successful pilot for the integration of federated
analytics between the ICODA Workbench and SAIL Databank. Ulti-
mately, the iPOP study did not use the federated data analysis network
developed in this project for its final research analysis. This decision was
primarily due to the short timeframes of the study and the parallel
development of the federated solution, which could have delayed the
research team’s analysis and publications. Additionally, all the
aggregate-level data required for the study was collected and stored
within a single data node, the SAIL Databank. This allowed for direct
analysis of all data within that node, corresponding to Level O in Fig. 1.
However, the development of the prototype for federated analysis and
the subsequent integration testing which made use of aggregate-level
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test data from the iPOP Study represented the first step in implement-
ing the necessary technical and user experience functionalities, which
could be expanded upon for future studies that use individual-level
datasets from multiple data nodes.

The approach piloted in this paper is already enabling a wider range
of health research projects, such as PHEMS, an international consortium
of paediatric hospitals developing federated nodes based on the Com-
mon APIs open standard for federated data sharing. This technology will
provide an effective, secure, and trustworthy way to access data for
analysis purposes by keeping data hosted locally [44], building on the
prototype solution described here.

Another project building on this work is the AD Data Initiative,
where additional funding has enabled the development of the Federated
Data Sharing Appliance [45]. This tool enhances the user experience by
providing a graphical user interface for the Common API and federated
analytics, moving beyond the command-line interface piloted in this
paper.

4.1. Challenges and potential enablers

Setting up federated networks to address the challenges of linking
siloed health datasets comes with many obstacles. The paper “Federated
Networks for Distributed Analysis in Health Data” outlines potential
challenges and enablers in categories such as cultural and organisa-
tional, technological, data standards, legal and regulatory, knowledge
and competence, ethical and social, and financial and political [8]. The
set of challenges, potential enablers encountered, and responsibilities
taken by team members involved in the development and implementa-
tion of the ICODA federated network are outlined in Table 3.

5. Conclusion

This paper highlights the successful development of a federated
network between the ICODA Workbench and SAIL Databank using the
Common API and integration testing for federated analytics, focused on
aggregate level test data from the iPOP Study. Guided by the principles
of open science and the “Five Safes” framework, a successful imple-
mentation of a federated network was achieved through a collaborative
effort between ICODA and its partners. This proof of concept highlights
the potential of federated approaches in enabling secure access to health
data for research both within and beyond the ICODA initiative.

The benefits of setting up a federated network include:

e Simplifying data governance processes and enabling safe access to
research data that might not have been previously accessible
Providing data custodians with greater control and oversight over
their data, and reducing risk of unauthorised data access, as data
always remains within the data custodian’s system and is never
accessed directly by researchers

e Demonstrating responsible and trustworthy management of sensitive
data through the application of federated networks

Enabling researchers access to data from multiple sources without
needing to transfer or centralise data, ensuring analysis tasks are
always run on the latest version of the source data

e Allowing researchers to analyse large datasets without transferring
or storing source data

Minimising costs and accelerating progress by removing the need for
data custodians to transfer large datasets to researchers for analysis

Initial Implementation of a federated network requires an extensive
investment from a funding, data standards, data governance, technol-
ogy, training and resource perspective. However, over time, this is likely
to reduce as technology and techniques are more broadly adopted and
skills in this area increase. For health research to have global scale, reach
and impact, there is a need to access national and international datasets,
and federated networks provide a solution to access data which cannot
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physically be brought together, owing to governance, security or prac-
tical challenges, such as size of the datasets.

The development and testing of this prototype has demonstrated the
importance of technical infrastructure, as well as the information
governance, standards and resources needed to set up a federated
network. Once established, focus should also be given to the operation
and maintenance of infrastructure, security and enforcement of gover-
nance and standards, and data management [13]. For future data scal-
ability and to provide researchers with a secure and robust data analysis
platform to perform joint multi-site collaborations, the establishment
and management of federated networks should be considered in medium
to long term planning.

Federated networks have an enormous potential in bringing together
national and international health care datasets that may not be acces-
sible due to cross-border governance and security reasons, providing a
solution to data silos and aiding the collaborative research effort within
healthcare and health research sectors to address major public health
challenges.

6. Authors’ contributions

Members from ICODA, Aridhia, SAIL Databank, iPOP and Cytel
worked collaboratively during this one-year international project to
support the successful implementation of the federated network and
integration testing of a federated analytics. Specifically:

ICODA members — N.P., M.R., K.J.H., A.W. and R.B. provided project
management, project funding and organisational support, coordination
of technical partnerships for delivery, and working with the iPOP Study
research team and data contributors assisting with information gover-
nance and data contribution.

Aridhia members — R.B. coordinated and led the technical design of
federated protocol and APIs, deployment planning and testing, support
and training of researchers in federated analysis ahead of integration
testing.

SAIL members — S.T. and D.F. provided leadership and expertise in
federated analytics and use of TREs for data science. S.T. designed and
led the implementation of the federated analytics platform based at
SAIL, with J.P. and H.G. providing the operational technical develop-
ment of the platform. S.H. provided legal expertise and drafted and
negotiated all data sharing agreements with iPOP data providers and
provided expertise to support the development of ICODA governance
structures. J.K. and C.M. provided support in developing governance
structures for the iPOP data and the use of SAIL Databank as host of the
data for the project. S.R. provided analytical support in providing data
from Wales, hosted by SAIL Databank, for inclusion in the scientific
study outputs and provided support for the instantiation of the project
through governance review and data ingress validation. C.O. provided
project management and coordination of SAIL/SeRP’s role within the
project and fed into governance structure development and data
acquisition.

iPOP members — A.S. D.B., M.B., M.B.A., N.R,, H.Z., and S.J.S.,
representing the iPOP leadership team designed the iPOP research
project. S.E.O., R.M,, C.C., and J.E.M., representing the analysis team,
designed the data ingestion, quality assurance, curation and analysis of
data within the SAIL TRE. S.E.O. performed the integration testing for
the federated network. N.F. was the project coordinator for the study.

Cytel members — J.H., A.R. designed and developed the meta-anal-
ysis tool hosted on the ICODA Workbench for the iPOP Study. A.R. was
also part of the iPOP analysis teams and developed the coding for the
interrupted time series model for the iPOP project.

S.E.O. drafted the manuscript as an employee of Aridhia Informatics
Ltd. M.R. and E.F. created Fig. 1, Fig. 2. Fig. 3. and Fig. 4 and supported
the redrafting of the manuscript.

S.E.O., M.R,, N.P., E.F., K.J.H, R.B. revised and reviewed subsequent
versions of the manuscript.
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Summary table.

What was already known .
on the topic?

Data sharing in health research remains a major
challenge.

Striking a balance between rigorous data
governance processes, and data access has been
critical in the creation of federated networks.

Federated networks support federated analytics,
which is a type of privacy-enhancing technology
enabling trustworthy data access and analysis

Demonstrated the successful creation of a federated
network and piloted federated analysis for a
COVID-19 health research project.

Source data harmonisation and standardisation,
technical training and upskilling researchers in
benefits and uses of federated data sharing
networks should be a focus of a project adopting
federated networks.

Assessment of whether setting up federated
networks would fit a research project’s short- and
long-term objectives should be considered and may
provide the right solution for long term research
projects.

What did this study add to .
our knowledge?
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Appendix A. Supplementary material

Outlined below is the background to each partner and components
required to establish a federated network for ICODA to perform feder-
ated analytics:

Background on international COVID-19 data Alliance (ICODA)

ICODA was set up as a global collaborative effort to unite interna-
tional health research data to both enable discoveries and empower
researchers to access health data from around the world to address key
research questions to tackle the COVID-19 pandemic. Convened by
Health Data Research UK (HDR UK) [46], ICODA has adopted the Office
of National Statistics (ONS) “Five Safes’’ framework [47], encompassing
Safe People, Safe Projects, Safe Settings, Safe Data and Safe Outputs. The
ICODA Workbench, is a Trusted Research Environment (TRE) and data
repository that includes a wide range of analytical tools and fosters
collaborations between researchers and data scientists, to support high
quality science. ICODA has developed a set of trustworthy information
governance processes through its exemplar projects, of which the In-
ternational Perinatal Outcomes in the Pandemic (iPOP) Study is one.

Background on international Perinatal Outcomes in the pandemic (iPOP)
Study

The iPOP Study [15,16] aimed to provide new insight on the impact
of the first COVID-19 pandemic lockdown on preterm birth and stillbirth
rates. Over 26 countries, representing data from 52 million births
occurring in the 5 years preceding and up to 4 months after the start of
the first wave of the COVID-19 pandemic, provided aggregate level
perinatal and birth data at a national, regional and hospital level. These
data were stored within the SAIL Databank, and a comprehensive
interrupted time series and meta-analysis was conducted within the SAIL
TRE. Alongside the research objectives, this project was developed to
test and pilot the creation of a federated network to demonstrate the
potential for federated analytics using the aggregated data provided for
the study. While the federated network was established and tested,
federated analytics was not used in the analysis of the iPOP Study for the
reasons discussed in 4. Discussion.

Background on secure anonymised information linkage (SAIL) Databank

As part of the data contributor agreement (DCA) for the iPOP Study,
data were stored in the SAIL Databank. SAIL Databank [9] is a TRE, and
robust secure data storage facility used for anonymised person-based
data for research to improve health, wellbeing and services. Primarily
the national data safe haven for de-identified data sets about the pop-
ulation of Wales, the SAIL Databank has a well-established and
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comprehensive data governance framework, data management frame-
work, and project access processes [48]. The system holds several ac-
creditations, such as the National Health Service (NHS) Data Security
and Protection Toolkit, Cyber Essentials, ISO 27001, and is an accredited
processing environment under the UK Statistics Authority Digital
Economy Act. SAIL Databank runs upon the Secure e-Research Platform
(SeRPUK) [49] which provides the technology to enable innovation such
as supporting this work in developing a federated network. All datasets
are made available through SAIL Databank housed on SeRPUK in the
context of a project aligned to the ‘five Safes’. The partnership between
ICODA and SAIL permits accredited researchers with approved projects
access to data. Through extending the capabilities of the databank,
additional role profiles were developed to enable SAIL to define which
projects, uses and datasets can participate in a federated network. The
work discussed in this paper was to enable the integration between SAIL
Databank and the ICODA Workbench to allow federated analysis tasks to
be received, processed, outputs checked and returned.

Background on ICODA Workbench

The ICODA Workbench is provided by the Aridhia Digital Research
Environment (DRE) [13] and is made up of two key components, a TRE
and a repository for data and metadata discovery.

The TRE provides a collaborative way for researchers to manage,
curate and analyse data. Initially developed as a secure research space
for cancer researchers in Scotland, following the model of the Scottish
Health Informatics Programme [50], it is now provided as a managed
service. The platform was further developed as part of the AD Data
Initiative [22]. Through the Dementias Platform UK (DPUK) consortium
[51], the infrastructure on which SAIL operates, the Secure eResearch
Platform (SeRP) UK, had already been participating as a federated site
for AD Data Initiative and were able to build on this infrastructure to
support the iPOP Study. When the COVID-19 pandemic started, the Bill
& Melinda Gates Foundation [52], HDR UK and Aridhia combined ef-
forts and contributed platform components to create a scalable trusted
data sharing network to accelerate data-sharing, resulting in the crea-
tion of the ICODA Workbench. Once data are authorised as available and
accessible, the project team can access and start working with the data
using a workspace within the ICODA Workbench. A workspace is a safe,
secure environment where data relevant to the project can be accessed
by accredited researchers invited by the project leads. Researchers
within the ICODA Workbench can utilise a range of preexisting tools as
well as develop their own tools in their chosen coding languages. The
ICODA Workbench was used by the iPOP Study team to send test
federated analytics tasks to the SAIL Databank. Output results were
manually reviewed at the databank and were securely transferred to the
workspace to test the implemented federated network infrastructure.
These data were further used to test a meta-analysis tool developed by
Cytel [17] hosted on the ICODA workbench for the iPOP project.

Additionally, the workbench offers metadata creation, discovery,
and data request capabilities, as well as connecting out to other data
repositories throughout the world, such as the Health Data Research
Innovation Gateway in the UK [53]. This is a vital component as it
promotes FAIR data principles [54].

Background on Common API

An API is a connection between computer programmes [55]. It acts
as an intermediary that enables organisations and companies to open
their data and functionalities so they can communicate and share
through a documented interface without compromising security. The
Federated Data Sharing Common API (“the Common API”) [37] was
created to provide a mechanism to support federated analysis across
individual data platforms when accessing and utilising data for research
purposes. The use of the common API was initially piloted for the AD
Data Initiative project to be able to analyse data consistently, despite
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some of the data not being able to travel from a data repository. The
primary goal was to simplify the decisions for data owners to participate
in a federated network by offering standardised levels of participation. A
secondary goal was to reduce the variety of interfaces and general
complexity faced by researchers wishing to integrate data from multiple
federated sources. This proposed solution allowed data users the flexi-
bility in choosing how they want to use the data, abstracting this from
the end-user by developing a Common API for federated networks. By
providing trusted data sharing networks between research environments
and data providers, the Common API aims to support collaborative
science for data users and researchers.

The Common API is based on open internet standards World Wide
Web Consortium (W3C) [56], Data Catalog Vocabulary (DCAT) [57],
OAuth2 [58] and the Global Alliance for Genomics and Health Task
Execution Service (GA4GH TES); an approach to federated bioinfor-
matics [40]. The successful pilot leading to the development of the
Common API brought together leading groups in the Alzheimer’s Dis-
ease research community including Dementias Platform UK [51] and
their Data Portal at SeRPUK [49], Swansea University [59], Critical Path
Institute (C-Path) [60], Global Alzheimer’s Association Interactive
Network (GAAIN) [61] and technical partners including Aridhia Infor-
matics. The development approach used was to adopt or adapt existing
standards for the domain of distributed clinical research. To implement
the federated network and perform federated analytics, the Common
API was used to securely link the ICODA Workbench to SAIL Databank
where the data for the iPOP Study was hosted. It was during this
implementation of the federated network, the Common API was further
developed by using the GA4GH TES API [62] for compute purposes.
Additionally, clarifications on how workspaces within the TRE were
referenced by the Common API calls were added. The Common API is
made up of three sections [37]:

e Metadata — the component used for discovering metadata.

e Selection — the component which utilises GraphQL [63] formatted
queries to interact with the database holding the project data.
GraphQL was chosen as an abstraction over existing query ap-
proaches to optimise data extraction, not analysis.

Federated compute — the component used to execute remote tasks on
federated data. The permissions at execution time are defined by the
permissions of the user on the stated project. The task-related API
methods in GitHub [43] enables a user to submit a task for execution,
monitor its progress and eventually retrieve the approved output
from this task.

A standard workflow is recommended to manage secure remote
computation. A user submits a task specification, and the recipient
system executes the task in the background in an asynchronous model.
Users can check the status of their task at any time. When the task
succeeds, they are provided with a link to download the output. The first
version of federated computation was limited to selecting structured
data and there was no option to specify compute resources required.
These limitations are expected to be addressed in future work.

Example of task APIL

The task-related API methods in GitHub [43] enable a user to submit
a task for execution. A federated task can be formulated in two sections:

1) The data selection uses the Selection API (internally) to format the
data to be used or returned. Identify the dataset table name and vari-
ables of interest and construct a GraphQL compatible query as below:

query = “{table_name{varnamel varname2 varname3 ...}}".

2) The containerised analysis script is to be run on this data. The
name, tag and registry of the containerised script needs to be provided as
below:

container = “{.

“name”: “name of the container image”,

“tag”: “tag of the image”,

“registry”: “URL for container registry”
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¥
Combining the two sections above, the task body will look like:
“task™: {

“name”: “name of the task”,

“description”: “small description of task”,

“project_id™: “project id received from data provider”,
“queryInput”: {

“selectionQuery”: query

)

“container”: container

b

The fields name, description and project_id are optional within the
task body.
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